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MACHINE LEARNING 101: TURN MOLECULES INTO VECTORS
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Raghunathan, Shampa, and U. Deva Priyakumar. "Molecular representations for machine learning applications in chemistry." International 
Journal of Quantum Chemistry 122.7 (2022): e26870.
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LOW DATA IS A FUNDAMENTAL CHALLENGE FOR DRUG DISCOVERY
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ASSAY READOUTS ARE EXPENSIVE, BUT CHEMICAL STRUCTURES ARE UNLIMITED
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WHAT IS SELF-SUPERVISION?
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https://drive.google.com/file/d/1r-mDL4IX_hzZLDBKp8_e8VZqD7fOzBkF/view, Y. LeCun
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HOW CAN WE SELF-SUPERVISE CHEMICAL MODELS?
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Chithrananda, Seyone, Gabriel Grand, and Bharath Ramsundar. "ChemBERTa: large-scale self-supervised pretraining for molecular property prediction." arXiv preprint arXiv:2010.09885 (2020).

- Chemical self-supervision is an active area of research with several different 
methods proposed in the literature. 

- Property prediction based approaches (predict chemical properties from 
structure) 

- In Fill Based Approaches (remove characters from SMILES and in-fill) 

- Graph Based Approaches (mutual information, node/edge in-fill) 

- Mutual Information Based Approaches (align 2D and 3D embeddings)  
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CHEMBERTA: PRETRAIN DIRECTLY FROM SMILES REPRESENTATION
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C1CC1(C(=O)NC2=CC=C(C=C2)OC3=C4C=C(NC4=NC=C3)C(=O)NCCN5CCOCC5)C(=O)NC6=CC=C(C=C6)F

Fill in Missing Atoms and Bonds Predict Basic Chemical Properties

Chithrananda, Seyone, Gabriel Grand, and Bharath Ramsundar. "Chemberta: Large-scale self-supervised pretraining for molecular property prediction." arXiv preprint arXiv:2010.09885 (2020).
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SELF-SUPERVISION IMPROVES WITH MORE STRUCTURES SEEN
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Chithrananda, Seyone, Gabriel Grand, and Bharath Ramsundar. "ChemBERTa: large-scale self-supervised pretraining for molecular property prediction." arXiv preprint arXiv:2010.09885 (2020).
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CHEMBERTA OFFERS STRONG ADMET PERFORMANCE
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Ahmad, W., Simon, E., Chithrananda, S., Grand, G., & Ramsundar, B. (2022). Chemberta-2: Towards chemical foundation models. arXiv preprint arXiv:2209.01712.
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INFOGRAPH: GRAPH-LEVEL REPRESENTATION LEARNING VIA MUTUAL INFORMATION
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Sun, Fan-Yun, et al. "Infograph: Unsupervised and semi-supervised graph-level representation learning via mutual information maximization." arXiv preprint arXiv:1908.01000 (2019).
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INFOMAX: ALIGNING 2D AND 3D REPRESENTATIONS WITH MUTUAL INFORMATION
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Stärk, Hannes, et al. "3d infomax improves gnns for molecular property prediction." International Conference on Machine Learning. PMLR, 2022.

Maximizes the mutual information between learned 3D summary vectors and the 
representations of a graph neural network. The pretrained GNN is then finetuned for 
property prediction.
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SNAP: GRAPH AND NODE LEVEL PRETRAINING STRATEGIES
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Altae-Tran, H., Ramsundar, B., Pappu, A. S., & Pande, V. (2017). Low data drug discovery with one-shot learning. ACS central science, 3(4), 283-293.

Maximizes the mutual information between the graph-level representation and the 
representations of substructures of different scales by discriminating if a subgraph 
belongs to another graph
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PRELIMINARY ADMET BENCHMARKING RESULTS (UNTUNED)
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Ahmad, W., Simon, E., Chithrananda, S., Grand, G., & Ramsundar, B. (2022). Chemberta-2: Towards chemical foundation models. arXiv preprint arXiv:2209.01712.

Lipo (RMSE ↓) Tox21 (ROC-AUC ↑) BBBP (ROC-AUC ↑)

ChemBERTa-MLM (250K) 0.929 0.482 -

ChemBERTa-MLM (1M) 0.927 - -

ChemBERTa-MTR (1M) 0.964 0.5 0.490

InfoGraph (250K) 0.893 0.656 0.661

InfoGraph (1M) 0.893 0.669 0.670

InfoMax3D (250K) 0.869 0.652 0.661

Snap (250K) 0.855 0.675 0.646

Snap (1M) 0.869 0.680 0.637

RF 0.962 - 0.719



CONFIDENTIAL AND PROPRIETARY - DO NOT DISTRIBUTE

DEEP FOREST SCIENCES

HYPERPARAMETER TUNING FOR PRETRAINING REMAINS CHALLENGING
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Ahmad, W., Simon, E., Chithrananda, S., Grand, G., & Ramsundar, B. (2022). Chemberta-2: Towards chemical foundation models. arXiv preprint arXiv:2209.01712.
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CONCLUSIONS
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- Lack of data limits ADME modeling 
- Chemical self-supervision allows for systematic incorporation 

of chemical priors which may help lower data needs. 
- Multiple choices of self-supervision curricula. Not clear which 

is the best yet, but under active research. 
- Hyperparameter tuning these models is challenging and 

requires large amounts of compute. 

-



CONFIDENTIAL AND PROPRIETARY - DO NOT DISTRIBUTE

DEEP FOREST SCIENCES

CHIRON MAKES MACHINE LEARNING IN 
DRUG DISCOVERY PRACTICAL
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CONTACT US
bharath@deepforestsci.com
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